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Abstract—Attacks like APT have lasted for a long time which 
need suspicious flow detection on long-time data.     However, the 
challenge of effectively analyzing massive data source for 
suspicious flow diagnosis is unmet yet. Consequently, flow data 
reduction should be adopted, which refers to abstract the most 
relevant information from the massive dataset. Existing 
approaches to sampling flow data are inherently inaccurate 
unless running at high sampling rate. In this paper, we proposed 
HCBS (Hierarchical Clustering Based Sampling), a flow data 
reduction scheme, to alleviate such problems. We study the 
characteristics of flow data relating malicious activities and 
employ hierarchical clustering to sample data for further deep 
detection. Experiments on 1999 DARPA dataset demonstrates 
that HCBS reduces the size of the flow data by 40% with only a 
small loss in accuracy and significantly outperforms the 
compared state-of-the-art. 

Keywords—flow data reduction, suspicious flow detection, 
hierarchical clustering, cluster sampling scheme 

I. INTRODUCTION 
With the rapid developments of Internet and computer 

systems, the importance of computer network security is 
growing with the widespread involvement of computers in 
daily life of human. As the wide use of malwares, network 
traffic contains all the communication information with the 
attackers [1] and provides the whole indicators of infection for 
discovering the malware sample activity[2]. Moreover, the 
extensive usage of highly dynamic network can provide serious 
threats, such as zero-day vulnerabilities, insider threats, etc. In 
order to ensure the protection and resilience of such networks, 
it is necessary to better analyze and observe network traffic. In 
principle, network traffic data contains a wealth of information 
about abnormal behavior that related to these malware samples 
and serious threats. As an important technology in defense-in-
depth network security framework, detecting suspicious 
behavior has become a hot topic in computer networks in 
recent years [3][4]. 

The existing technologies for detecting suspicious behavior 
generally employ detection methods based on event analysis 
with preset patterns, namely misuse detection. The misuse 
detection is able to derive results with high precision (low 
number of false alerts), but their detection ability is limited 
only to the known samples and patterns included in the 
database (limited recall). Unlike misuse detection, suspicious 
flow detection is capable of identifying new threats and 
attempts to search for suspicious malicious behavior in network 
traffic data patterns, which deviate from established normal 

patterns. However, due to the continuous improvements of 
network bandwidth, analyzing all network traffic is intractable 
on high-speed network links. It is more efficient to classify 
network traffic based on flows representing groups of packets. 
While this approach has typically lower precision, it uses 
statistical modeling and behavioral analysis to find new and 
previously unforeseen threats with higher recall. Since 
unknown threats appear very frequently, pattern-based 
detection methods may be overwhelmed by an abundance of 
polymorphic threats. Thereafter, using network suspicious flow 
detection to discover unforeseen threats has become a necessity 
rather than an option. 

Due to the huge volume of data and typically coming in a 
steaming fashion, prevent the malware communication in high-
speed networks is really a challenging task. The existing 
suspicious flow detection techniques are limited to treat 
massive data effectively in big traffic environments. Although 
machine learning techniques, such as classification and 
clustering, have been utilized in suspicious flow detection 
systems to distinguish the normal from abnormal traffics, the 
efficiency needs to be improved. In order to address the huge 
volume and dynamic pattern of the traffic data, data reduction 
procedures with a near real-time performance is essential for 
effective suspicious flow detection approaches. Some 
commercial suspicious flow detection systems try to improve 
the efficiency by integrating sampling with detection 
algorithms in one framework. However, the drawback of these 
methods is that it fails to reduce with deriving desirable false 
negative rate and false positive rate. 

Our goal in this paper is to take significant steps toward a 
system that fulfills these criteria simultaneously, namely, to 
reduce the normal data by analyzing subsets of network traffic 
with more deterministic and predictable traffic. We seek 
methods that can reduce a more precise set of traffic data 
without losing network anomalies, and to do so with high 
detection rate and low false alarm rate. We propose HCBS 
scheme aiming at building a hierarchical clustering based 
sampling method to reduce large-scale network traffic data in 
suspicious flow detection. Specifically, our proposed method is 
developed by cascading two machine learning algorithms: 1) 
the hierarchical clustering and 2) the Multinomial Naïve Bayes 
supervised learning model. In the first stage, hierarchical 
clustering is performed on network traffic flows to obtain 
disjoint clusters, with each cluster representing a region of 
instances. And then the Multinomial Naïve Bayes classifier is 
used to distinguish suspicious and normal instances for filtering 
them. 
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The main contributions of this work are summarized as 
follows:  

• We analyze the impact of traffic sampling on the 
suspicious flow detection. The main limitation is that 
with the low sampling rate typically used by network 
operators (e.g., 1/ 1000)  suspicious detectors could 
handle worst-case traffic scenarios and network attacks. 
We analyze this problem, both empirically and 
theoretical finding that clustering based sampling has a 
lower impact than other sampling methods on the 
performance of the suspicious detection.  

• We employ Hierarchical Clustering Based Sampling 
(HCBS) scheme to extract data from the massive 
training data. We then build a lightweight cluster filter  
based on the smaller data set, which is an efficient 
system. We also prove that this process is effective for 
suspicious flow detection. To the best of our knowledge, 
this is the first work to reduce network traffic data for 
suspicious flow detection with machine learning 
approaches. 

• We use http traffic datasets to evaluate the HCBS 
scheme for data reduction in suspicious flow detection. 
The extensive test results demonstrate the effectiveness 
of our method for network flow data reduction. 

The rest of this paper is organized as follows. We present a 
review on prior research works on network traffic sampling and 
traffic data feature extraction and selection in Section II. 
Section III shows the preliminaries of the proposed approach. 
In Section IV, we describe a new scheme for network flow 
reduction based on hierarchical clustering. Section V illustrates 
performance evaluations of our proposed HCBS scheme on 
DARPA 1999 dataset. Finally, conclusions are drawn in 
Section VI. 

II. BACKGROUND AND RELATED WORK 
Network suspicious flow detection has the ability to 

potentially detect unforeseen attacks, while suspicious flow 
detection techniques are therefore challenged by the demand to 
process more large-scale traffic data in higher dimensions at 
high speeds. A large amount of work is currently being 
performed in the field of intrusion detection. Most of the work 
focuses on improving the system’s ability to identify suspicious 
network traffic and improving the network traffic’s speed that 
can be handled. 

This work is related to several topics in the area of http 
traffic and network data reduction for handling large volume of 
network traffic. At a high level, there are two classes of 
techniques regarding data reduction for suspicious flow 
detection for large-scale network. The first class of approaches 
relies on sampling data which is inherently inaccurate because 
potentially useful information can be discarded. The other class 
uses data mining and machine learning methods to perform for 
feature extraction and selection after the features have been 
constructed to reduce the dimensions of the originals.  

A. Network Traffic Sampling 
Network traffic sampling, originally proposed for network 

monitoring applications, now is used for reduce the analyzed 
data quantity for flow detection. In 1993,  Kimberly C. 
Claffy et al.[9] first presented the performance of data sampling 
and compare packet-based with time-based sampling 
techniques answering data collection methods’ importance 
related to wide area network traffic. However, network data 
sampling is considered an inherently lossy process which 
provides an fundamental bias that degrades the detection 
effectiveness of the underlying traffic in [11]. 

We review two well-known preferential flow-based 
sampling techniques. The first, referred to as selective sampling 
[8], targeting small flows (in terms of number of packets), 
follows the paradigm that small flows are usually the source of 
many network attacks. The second, smart sampling[9], is a type 
of flow based sampling that focuses on the selection of large 
flows. Both methods are based on hypothesis that the source of 
network attacks is usually small flows or large flows. 

With packet sampling technique, Vilardi R et al. [12] 
proposed a lightweight enhanced monitored algorithm at router 
interfaces and Weizhi Meng et al. [13] applied into IoT(The 
Internet of Things) trust management. The effect of packet 
sampling on estimating traffic statistics has been well 
investigated [7]. These studies have shown that packet 
sampling has indeed an effect on the precision of estimating 
volume statistics. To solve this problem, Anukool Lakhina et 
al.[14] first analyzed the complete network traffic data and 
showed how to use PCA(Principal Component Analysis) to 
systematically decompose the structure of Origin-Destination 
flow time series. Fadlullah Z M et al. [16] and Salama A et 
al.[18] discussed using regression modelling, fuzzy inference 
system and deep learning to implement an adaptive sampling 
system responding to the traffic changes. However, ref [18] 
represented the original traffic only closely than the non-
adaptive sampling method and [16] provided a comprehensive 
guide leaving more work to complete. 

Our work proposed a new type of packet sampling, where 
malicious packets are sampled with higher probability, which 
improves the quality of anomaly detection. 

B. Feature Dimensionality Extraction 
Commonly there are two methods to decrease the 

dimensionality of the dataset, discarding redundant data and  
extract relevant features. Feature extraction deals with 
dimensionality of the data which transforms the initial feature 
set into a reduced number of new features. 

Many researchers pointed out PCA [19] that is an 
unsupervised feature selection based on multivariate statistics 
and its basic idea is to seek a projection that represents the data 
in a best possible way in a least-square sense to provide 
dimensionality reduction. However, PCA is also known as 
Karhunen-Loeve transformation in pattern recognition is found 
not suitable in feature extraction in classification process for 
the non-inclusion of discriminatory information in calculating 
the optimal rotation of the feature axes.  



As for time series reduction SVD is proposed by Abonyi[20] 
inspired by the sensor fusion algorithm. SVD gives a close 
approximation of time series data, whenever the observed 
variables exhibit a linear correlation. In other words, the SVD 
model is expected to give a high reconstruction error, if and 
only if the decomposed time series data fulfils a significant 
change in correlation structure. 

As for the restriction of above methods, more flexible 
techniques are proposed. Chebrolu S. et al.[20] focuses on 
selecting major features through Bvayesian networks and 
classification and regression trees. Samant A et al.[22] 
presented a wavelet-based feature-extraction model for fuzzy 
neural network algorithm improving the traffic data incident-
detection rate. Ahmad M Karimi et al.[23] proposed an IDS 
system architecture for efficient feature extraction using 
Netmap and Apache Spark. Yair Meidan et al.[24] proposed 
feature extraction on TCP packets for IoT traffic flows and 
with the specific several features the classifier could distinguish 
traffic from IoT and non-IoT devices. Niyaz Q et al.[25] use 
deep learning for feature selection of a large set of features 
derived from network traffic applying in software-defined 
network (SDN) environment. 

We study the sampling problem using network flow data 
instead of packet-level traces. For example, NetFlow is a 
widely extended protocol developed by Cisco to export IP flow 
information from routers and switches. Using flow data has to 
limit the amount of information available to be used as features. 
Based on this basic information, additional features could be 
extracted, such as the average packet size or average inter-
arrival time. 

Different from network traffic sampling or feature 
dimensionality extraction, in this paper, we employ a scheme 
that finds benign clusters and suspicious clusters from original 
data and then analysis the clusters for filtering and further 
detection.  

III. PRELIMINARIES 
In this section, we provide brief explanations of the 

concepts in traffic data reduction approach for large-scale 
network suspicious flow detection. 

A. Error in Network Data Sampling 
As for sampling network traffic, one of the main sources of 

inaccuracy under sampling is the estimation of the traffic 
features[26]. According to the paper, using sampling theory, 
the error in the estimation of the features presented in TABLE I. 
Although most of the features are fairly accurate for large flows 
and moderate sampling rates, some features are clearly biased. 
For those features that are unbiased, we find that the variance 
of the error is significant for small flows and low sampling 
rates.  

The information available in NetFlow version five records 
is significantly limited leading to small number of features 
could be used. TABLE I.  presents the set of features that can 
be used in general traffic data reduction. Based on the basic 
information, we compute some further features, such as the 
average packet size or average inter-arrival time, resulting in 14 

features in total. TABLE I.  also shows how each feature is 
computed according to the sampling rate p being applied. 

One of the main error when sampling network traffic is the 
estimation of the traffic features[26]. Using sampling theory, in 
Section II, we could get the error in the feature estimation in 
TABLE I. . Most of the features are fairly accurate. However, 
some features are obviously biased, and the other unbiased 
features have significant error variance for small flows and low 
sampling rates, seen in (3). For example, with p = 0.01 and n = 
1, the variance of the error in the number of packets is 1-
0.01/0.01 = 99. It is the same for the flow size. Above all, we 
could expect the error of the classification results mainly from 
the flow features. 

TABLE I.  SET OF FLOW-BASED FEATURES 

Feature Description Value 

sport Source port of the flow  16bits 

dport Destination port of the flow 16bits 

protocol IP protocol value 8bits 

ToS Type of Service from the first packet 8bits 

flags Cumulative OR of TCP flags 6bits 

duration Duration of the flow in nsec precision tsend-tsini 

packets Total number of packets in the flow  

bytes Flow length in bytes  

pkt_size Average packet size of the flow  

iat Average packet inter-arrival time  

TABLE II.  AVERAGE RELATED ERROR OF THE FLOW FEATURES 

Feature P=0.5 P=0.1 P=0.05 P=0.01 P=0.005 P=0.001 
sport 0.00 0.00 0.00 0.00 0.00 0.00 
dport 0.00 0.00 0.00 0.00. 0.00 0.00 
protocol 0.00 0.00 0.00 0.00 0.00 0.00 

  0.05 0.16 0.18 0.22 0.23 0.24 

 0.22 0.60 0.66 0.77 0.79 0.81 
 0.66 3.66 6.90 29.69 55.17 234.61 
 0.76 3.86 7.05                                                            29.71 55.09 234.24 

 0.29 0.65 0.71 0.78 0.80 0.82 

  (3) 

Every node in a network has two possible states, defined as 
H1 and H2. P(H1) is a possibility as in state H1 in the absence of 
any other knowledge. In terms of obtained features as 
knowledge on the proposition H1,  record as features F = {f1, f2, 
f3, …, f10}. And the belief would be the conditional probabilities 
as p(H1/F). Using the Bayes’ theorem and assuming statistical 
independence between features: the posterior p(H1/F) can be 
calculated with p(fj/F) and prior p(H1). 
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  (4) 

Given the error of every traffic features E = {e1, e2, e3, …, 
e10} and the statistical independence assuming, we could clearly 
get the error of random sampling. N is the number of the 
sampled network traffic flow. 

  (5) 

B. Error in Hierarchical Clustering 
We adopt hierarchical clustering method to cluster similar 

flows into  the same cluster while dissimilar flows to different 
clusters. The average distance is used as linkage criterion 
which combines the distance of the corresponding flow features. 
With reference above, flow is decomposed into a set of  
features F = {f1, f2, f3, …, f10}, the distance between Fi and Fj is 
define as: 

  (6) 

In order to reduce the computational burden of the error, a 
leader is elected for each cluster. Leaders will be the 
representative flows of their clusters. For example cluster Ni 
containing the flows {F1,…FNi}, the leader is the one that has 
minimum overall distance from the other members of the 
cluster, that is: 

  (7) 

In this paper we would discard most of flows in the clusters 
(for example 70%) that don’t contain suspicious flows while 
maintain the whole clusters that contain suspicious flows. 
Given the error of every traffic features E = {e1, e2, e3, …, e10} 
and the statistical independence assuming, we could clearly get 
the error of hierarchical clustering, that is : 

  (8) 

Ns is the flow number of the suspicious clusters, Nu is the 
flow number of the normal clusters. According to the (8) and 
Nu is much larger than Ns, it’s clear that the error of HCBS is 
much smaller than the error of other network data sampling 
approaches. 

C. Supervised and unsupervised learning 
Generally, machine learning approaches can be classified in 

unsupervised and supervised algorithms. Unsupervised learning 
algorithms try to find hidden structure in unlabeled data. Since 

the examples given to the learner are unlabeled, there is no 
error or reward signal to evaluate a potential solution. On the 
contrary, supervised machine learning algorithms learns from 
labeled instances or examples, which are collected in the past 
and represent past experiences in some real-world applications. 
They produce an inferred model, which can be then used for 
mapping or classifying new instances. An optimal scenario will 
allow for the algorithm to correctly determine the class labels 
for unseen instances. Both supervised and unsupervised 
learning algorithms will be adopted in this paper. 

We use unsupervised learning by applying a clustering 
algorithm called hierarchical clustering. Hierarchical clustering 
is a cluster analysis method which seeks to build a hierarchy of 
clusters. This clustering method has the distinct advantage that 
any valid measure of distance can be used. In fact, the 
observations themselves are not required: all that is used is a 
matrix of distances.  

In the following we will use a type of hierarchical 
clustering that is called agglomerative: each observation starts 
in its own cluster, and pairs of clusters are merged as one 
moves up the hierarchy. In order to decide which clusters 
should be combined, a metric (a measure of distance between 
pairs of observations) and a linkage criterion are required. In 
the following we will use a type of hierarchical clustering that 
is called agglomerative: each observation starts in its own 
cluster, and pairs of clusters are merged as one moves up the 
hierarchy. Since we will cluster time-dependent sequences, we 
will use the total cost of an optimal warping path as distance 
metric. As for the linkage criterion, that determines the distance 
between sets of observations as a function of the pairwise 
distances between observations, we will use the average 
distance, that is defined as: 

  (9) 

We use supervised learning by applying an ensemble 
classifier that is called Multinomial Naïve Bayes to filter the 
clustering results. Multinomial Naïve Bayes uses a simple, 
efficient, and effective discriminative parameter learning 
method. The discriminative parameter learning method learns 
parameters by discriminatively computing frequencies from 
network feature flows. From empirical studies we learn that the 
discriminative parameter learning has the advantages of both 
generative and discriminative learning techniques. In 
suspicious flow detection, it usually takes Bayesian networks as 
stable classifiers. Naïve Bayesian learning uses frequency 
estimate (FE) to classify data which compute the appropriate 
frequencies from data to determine parameters. FE as a typical 
generative learning method maximizes likelihood. What’s 
important, it only needs to count each training instance once as 
its frequency which enables the classifier for high dimensional 
data very quickly. By comparison, another method ELR[27] 
outperforms the generative learning method FE, however, is 
limited to its high computational cost. So that, for efficient 
suspicious flow detection, discriminative parameter learning 
combining both generative and discriminative learning which 
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maximizes generalization accuracy may be an obvious 
choice[28]. 

The procedure is specified as follows: (i) Estimate the 
current frequencies from the training data. (ii) Estimate the 
probabilities parameters. (iii) Compute the posterior probability 
for Multinomial Naïve Bayes model. (iv) Use the model to 
classify testing data. 

IV. HIERARCHICAL CLUSTERING BASED SAMPLING SCHEME 
In this Section, we present the scheme of hierarchical 

clustering based sampling designed for suspicious flow 
detection. Intuitively, the hierarchical clustering based 

sampling scheme should be a process in which number of 
samples and their distribution are selected in such a way that 
the loss of useful information is minimal. 

In Fig. 1 we give an overview of the complete processing 
chain from packet capture to the generation of a suspicious 
flow detection result. We begin by describing flow generation 
procedure, calibrating network traces and extracting flow 
features both from normal and suspicious traffic. We then 
describe the hierarchical clustering algorithms, cluster analysis 
and filtering. 

 

Fig. 1. Phases of the hierarchical clustering based sampling scheme 

A. Feature Extraction 
Raw traffic pre-processing is an important factor towards 

the initial composition of basic statistics regarding the network 
overall behavior and the individual host behavior. Our scheme 
relies on the statistics of network flows extracted from all 
sequence packets among hosts. The features of a flow that we 
use for data reduction are completely derived from the packet 
headers. These features describe the general behavior of a flow, 
for example, the size of transferred data in either direction, the 
packet size and inter-arrival time distributions. 

Our scheme extracts features by grouping all flows by time 
intervals(eg. 10 minuts). Once the time interval has been 
derived, the following feature sets are extracted. The extracted 
features are defined as either structural features or temporal 
features. Flows in/out ratio is an example of structural features 
that characterize the regularity of flow behavior over time. 
Temporal features are likely to change as the flow progresses 
through time and reveal the variability of flows as a function of 
time. 

• Structural Features: The first class of features extracted 
from flow data are based on flow sizes and packet 
numbers, which simply indicate the total number of 
bytes and total number of packets transferred in both 
in/out directions among all endpoints for a particular 
time interval. Our premise for analyzing structural flow 
features in flow data is that the statistical distributions 
for normal flows are significantly and necessarily 
different from statistical distributions for  suspicious 
flows. 

• Temporal Features: We selected temporal features that 
are dependent on time interval. In addition, the features 
do not include port-based, flag information (e.g., count 
of packets with the SYN flag set to 1 in the TCP option 
field) or payload-based analysis, which are vulnerable 
to the use of dynamic port numbers, encryption of 
payload, and masquerading techniques to mislead the 
suspicious flow detection algorithm. These vulnerable 
features may lead to optimistic detection performance. 
For example, using only port numbers yields accuracy 
similar to that obtained by using all the features in a 
supervised algorithm. 

We select the structural flow features to model the behavior 
of traffic which have some minor elimination in the feature 
space proposed in previous section.  

TABLE III.  TWO CATEGORIES OF EXTRACTED FEATURES 

Feature Category 
Structural Feature Temporal Feature 

Byte count Bytes in/out ratio 
Packet count Packets in/out ratio 
Flow count Flows in/out ratio 
Unique host count Average bytes/packet 
Unique source port count Average packets/flow 
Unique destination port count Average bytes/flow 
Unique destination country count Average TCP session length 

B. Hierarchical Clustering Algorithm for Network Flows 
To attain high-quality clusters and decrease the 

computational  cost of clustering, we adopt hierarchical 
clustering algorithm, as shown in  Fig 2. The algorithm adopts 
a two-step clustering procedure to define the clusters. The two-
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step procedure was proposed to speed-up the process, by first 
using structural flow features to perform a coarse-grained 
clustering, and then by employing a set of temporal  features to 
perform a fine-grained clustering. Both the coarse-grained and 
fine-grained clustering procedures are carried out by resorting 
to hierarchical clustering techniques, where data is aggregated 
in nested clusters and the clustering process terminates when 
further aggregation merges two distant clusters. Distance is 
measured by the Chebyshev norm between two time intervals. 

 

Fig. 2. The two-step hierarchical clustering algorithm for network flows 

1) Coarse-grained Clustering: In this step, we cluster flow 
time intervals based on structural features extracted from the 
network traffic flows. Therefore, computing the distance 
between pairs of time intervals reduces to compute the 
distance among vectors of numbers, which can be done 
efficiently. 

2) Fine-grained Clustering: After splitting the network 
flow set into relatively large clusters by coarse-grained 
clustering, we further split each cluster into smaller groups. 
For this purpose, we consider each coarse-grained cluster as a 
separate set, measure the statistical similarity between the 
network flows in a cluster, and apply fine-grained clustering. 
This allows us to separate flow that have similar statistical 
characteristics (thus causing them to fall in the same coarse-
grained cluster), but that present different temporal 
characteristics. Measuring the similarity between pairs of flow 
time intervals is relatively expensive. Since each coarse-
grained cluster is much smaller than the total number of flow 
time intervals, fine-grained clustering can be done more 
efficiently than by applying it directly on the entire flow set. 

The combination of coarse-grained and fine-grained 
clustering allows us to decrease the computational cost of the 
clustering process, compared to using only fine-grained 
clustering. This observations motivate the use of our two-step 
clustering process. 

In both phases of our hierarchical clustering algorithm, we 
apply average-linkage hierarchical clustering. The main 
motivations for this choice are the fact that the hierarchical 
clustering algorithm is able to find clusters of arbitrary shapes, 
and can work on arbitrary metric spaces (i.e., it is not limited to 
distance in the Euclidean space). We ran pilot experiments 
using other clustering algorithms (e.g., complete-linkage 
hierarchical clustering). The average-linkage hierarchical 
clustering performed the best, according to our analysis. The 
hierarchical clustering algorithm takes a matrix of pair-wise 
distances among objects as input and produces a tree-like data 
structure where the leaves represent the original objects, and 
the length of the edges represent the distance between clusters.  

C. Cluster Analysis and Filtering 
The cluster analysis and filtering part compose a clustering 

engine that groups the flow features of all network flow into 
several clusters and classify clusters into suspicious flows or 
normal flows for filtering. 

Clustering can be considered as an unsupervised learning 
task aiming at finding the cluster that produces the most 
compact and well separated clusters. No standard way exists of 
analyzing the irrelevance of a clustering result. Therefore, 
cluster analysis in this section involves the use of a subjective 
criterion of optimality by optimizing the Calinski-Harabaz 
index (a well-known cluster evaluation metric). We make use 
of the Calinski-Harabaz index in both the steps of the clustering 
process to automatically choose the best possible partitioning 
of the network flows.  

After performing the clustering, the flow will be classified 
by the lightweight Multinomial Naïve Bayes classifier which 
was trained by a small quantity of training data. Multinomial 
Naïve Bayes is considered to be important for its simplicity, 
elegance and robustness. Note that Multinomial Naïve Bayes 
is an efficient and effective classification algorithm which 
assumes that all attributes are independent given the class 
(conditional independence assumption). But the attribute 
conditional assumption of Naïve Bayes rarely holds in real 
world applications. So, it needs to relax the assumption for 
classification.  

The common belief is that the cluster center of each cluster 
presents the whole cluster better. We propose a sampling-like 
approach to analyze if the clusters are suspicious. We put p% 
nearest data to the cluster center into Multinomial Naïve Bayes 
classifier. If this part of cluster is classified as suspicious, the 
whole suspicious cluster would be input into the suspicious 
flow detection system. This approach is shown in Fig. 3. The 
way we use the p% data from cluster to present the whole 
cluster does well as shown in Section V. 

 

Fig. 3. The phrases of cluster analysis and filtering approach 

The suspicious flow detection system could be an arbitrary 
classifier used on data that has been extracted features. We use 
various supervised classifiers include random forests, Majority 
Voting, and support vector machines (SVM).  

The random forests algorithm not only achieves preferable 
detection rate but also greatly reduces training time using 
balanced data [33]. Moreover, the random forests are also able 
to detect some ‘never-seen-before’ anomalies. 

Majority Voting has been used by several researchers 
utilizing the base classifiers to obtain better results [34]. There 
are some advantages in combining several classifiers such as 
increasing robustness, obtaining better accuracy, and heavily 
built generalization. The vote for one class is carried out by 
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each base classifier, and the final class label is the one that 
receives more than half of the votes. 

SVM is relatively a valid classification technique and has 
been shown higher performance than traditional learning 
methods in many applications. Ref[35] adopted SVM to 
network-based IDS and compared its performance to neural 
network-based IDS; the results show us that SVM gives better 
performance than neural network in terms of processing 
capacity and accuracy. 

The main objective of suspicious flow detection system is 
to compare the performance between the reduction dataset and 
the original dataset, but not to compare the effect of the 
parameters for classifiers. As a result, for the sake of 
convenience, we just use the default values of the parameters 
for those classifiers.  

Note that we only filter out widely known attack-free static 
flows to guarantee that no true attack is removed from the data. 
Comparing to other sampling methods, the data are not only 
largely reduced by this process, but also the suspicious data 
could be retained. That is because the filtering process use 
more information of data by the clustering method. With our 
method, it could believfe for the most time the flows about 
stealthy and continuous computer hacking process would 
reserve. 

V. EVALUATION 
The goal of scheme evaluation is to verify the benefits of 

sampling technique on the effectiveness of various suspicious 
flow detection methods. The verification is based on 
comparison of different flow sampling techniques on network 
traffic data with potential threats (we did not focus on packet 
sampling methods due to the significantly worse results when 
compared to flow sampling[29] as well as on sampling 
techniques designed for specific suspicious flow detection 
methods which reduces their usefulness and applicability). In 
our evaluation, we performed three types of experiments by 
using three different sets of data. We measured performance of 
the sampling methods on traffic flow reduction, then we 
inspected the influence of the cluster analysis and filtering 
methods on traffic flow reduction and finally, we evaluated the 
impact of sampling on various suspicious flow detection 
methods. The reason of employing different sets of data is 
because of the nature of the experiments: network traffic from 
gigabit link is suitable for measuring sampling computational 
performance, but it is not very feasible to label such amount of 
network traffic to create the ground truth for evaluating the 
impact on anomaly detection. 

A. Datasets 
We choose 1999 DARPA dataset[5] as our experiment 

dataset. This is one of the most famous labeled intrusion 
detection dataset. It contains five weeks of raw traffic data, 
including both internal and external data. The data of the first 
three weeks are used for the training of proposed detection 
systems, consisting of two weeks of attack-free network data 
and one week of traffic data with labeled attacks. The fourth 
and fifth weeks of data are for testing. It contains millions of 
captured packets within a period of five weeks with four major 

categories of threats (i.e. R2L, U2R, DOS and Probe) in 
training set and some new type of threats (i.e. secret and 
sechole). In this dataset, there are some threats that do not 
affect the traffic patterns, so it can be used to effectively 
evaluate the generality of the proposed method.  

In addition, the label files contain a few problems, such as 
duplicated records and incorrect labels. For example, the label 
file of the week 4 and week 5 contains a single record of 
“03/31/1999 18:29:25” with attack id 43.144547, which is an 
obvious timestamp error. Therefore, the dataset requires 
preprocessing before the experiments can be conducted. During 
week 5, the total 22 hours traffic data is available, and there is 
no downtime of the network. Due to this, we choose the first 
and second day in week 2 as training set for our cluster analysis 
and filtering method and the whole week 1, 3, 4 as testing set to 
evaluate out HCBS scheme. 

The Nfcapd[29], Softflowd[31], Nfdump[32] tools were 
adopted to process the raw network traffic data into network 
flows. Second, every label file is checked, and all duplicated 
records and incorrect records should be removed. Finally, every 
network flow need be matched to the corrected labels.  

B. Experimental Setup 
In this paper, we implemented a proof-of-concept version 

of our hierarchical clustering based sampling scheme (see 
Section IV). Python3 and Sklearn0.19, which are run on the 
Ubuntu 16.04 64-bit OS, are used as the software frameworks. 
The server is a DELL R720 with 16 CPU cores and 16GB of 
memory.  

We introduce two metrics to evaluate HCBS scheme, 
namely reduction rate and F-measure. The reduction rate is 
defined as N / NT, where NT is the total number of flows 
extracted by entire traffic, N is the number of flows after 
clustering and filtering. The F-measure used in this paper 
assigns the same weights to both Precision and Recall, and is 
given by: 

. 

C. Results 
We structured our experiments in three parts: 

1) Analyze the effect of clustering and filtering parameters 
k (the number of cluster seen in this part) and p (the part of 
dataset for Multinomial Naïve Bayes seen in this part).  

2) Evaluate the effectiveness of reduction the network 
traffic data using cluster analysis and filtering methods. 

3) Evaluate the impact of HCBS for suspicious flow 
detection with various machine learning methods compared to 
random sampling and the whole dataset. 

The 1999 DARPA dataset includes four weeks raw traffic 
data W1, W2, W3, W4 with labels. We treat W2 as training data 
and the rest three weeks raw traffic data as training data. Note 
that W2, W4 contain attack records while W1 and W3 are attack 
free. We extracted features from four datasets and for 
convenience we call W1, W2, W3 and W4 as extracted features 

2* (Precision* Recall)F - measure=
Precision+Recall



flows. We use small part of W2 (denoted as Tmnb) as training 
data for Multinomial Naïve Bayes classifier, however for better 
suspicious flows detection result we use the whole W2 as 
training data for suspicious flows detection system. 

We enter W1, W3 and W4 into Hierarchical Clustering 
system with Nc (the number of the clusters) clusters output. We 
selected p% (as the parameter p) of core data from every cluster 
into Multinomial Naïve Bayes classifier. We’ll see parameter p 
is a small number in the back for Multinomial Naïve Bayes is a 
lightweight classifier. If we find at least one suspicious flow in 
every cluster, we label this cluster as suspicious cluster. If not, 
we filter this cluster from the further process. After filtering, we 
import the rest data into the suspicious flow detection system 
and get the classification result as P, R and F. 

Flow Reduction Results To compare the flow reduction 
results of the HCBS scheme with the proposed clustering 
method and the lightweight cluster filtering model, we use two 
feature category and the general suspicious detection algorithm. 
Fig. 4(a) and Fig. 4(b) illustrate the results that the data 
reduction rate and F-measure both decrease with a larger 
number of clusters. While F-measure decrease much slower, 
the affection can be neglected. Fig. 4(c) illustrate that when the 
number of clusters is larger than 150, the corresponding 
Calinski-Harabaz index reaches to around 600.  

 
(a) 

 
(b) 

 

(c) 

Fig. 4. Flow reduction results. (a)Flow reduction rate over number of clusters. 
(b)Detection accuracy of suspicious flow over number of clusters. (c) 
Calinski-Harabaz index over number of clusters. 

Evaluation of Lightweight Cluster Filter To remove 
normal clusters from the clusters generated by the two-step 
clustering, we use different training sets to construct a 
lightweight cluster filter and evaluate the effectiveness of the 
functionality. Experiment shows that the sampling rate of each 
cluster that is chosen by light weight cluster filter has little 
effect on accuracy and efficiency. Fig. 5 reports the achieved 
results that for high sampling rate (e.g., p = 0.1), the F-measure 
is larger than that for low sampling rate (e.g., p = 0.001). 

 

Fig. 5. Lightweight Cluster Filter with different training sets 

Impact on Suspicious Flow Detection To illustrate the 
impact of accuracy and efficiency on suspicious flow detection, 
we use a general network flow classifier for results comparison. 
We classify the dataset into two main classes: normal and 
suspicious. In order to evaluate the proposed scheme, we use 
support vector machines (SVM) to train a binary classifier. 
Experiment has been conducted to evaluate the performance of 
the proposed scheme. Fig. 6 shows the ROC area for data with 
and without sampled. The sampled flow data have ROC area of 
0.82 which shows a better result than that not sampled flow 
data. 



 

Fig. 6. Impact on three types of suspicious flow detection approach 

Compared to Other Sampling Methods To compare the 
impact of accuracy and efficiency with other sampling methods, 
we choose selective sampling and smart sampling to evaluate 
the ability of preserving overall accuracy. The impact of above-

mentioned sampling methods on suspicious data preserving and 
evaluation metrics is described in TABLE IV.  In our 
evaluation, we clearly demonstrated that the HCBS are much 
more reversible than the selective sampling and smart sampling. 

VI. CONCLUSIONS 
The amount of data in suspicious flow detection is 

becoming increasingly massive in current large-scale network 
environments. In this paper, we addressed the traffic data 
reduction problem with flow data using a novel scheme which 
employed both supervised and unsupervised learning methods. 
Our results allow us to come to the conclusion that: our 
network data reduction scheme HCBS is very effective that can 
reduces the size of the flow data with only a small loss in 
accuracy. This scheme improves detection efficiency for two 
reasons: first, only a smaller set of data needs to be further 
processed for the backend suspicious flow detection system, 
and second, the data reduction process only needs to be based 
on a lightweight detection model. Experimental results on well-
known dataset showed that HCBS can accurately and 
efficiently reduce normal flows from massive network traffic 
simultaneously. 

TABLE IV.  COMPARATION OF THREE SAMPLING METHODS 

Suspicious Detection 
Approach Sampling Method 

Performance over around 40% Time Interval Data Reduction 
Normal Time 

Intervals 
Suspicious Time 

Intervals Precision Recall F-measure 

SVM 

None 1955 86 0.954568 0.961783 0.956549 
Selective Sampling[8] 1189 37 0.973979 0.964111 0.968056 
Smart Sampling[9] 1153 70 0.935228 0.947670 0.934552 
HCBS 1042 74 0.925466 0.936380 0.929064 

Random Forests 

None 1955 86 0.976579 0.975992 0.971359 
Selective Sampling[8] 1189 37 1.000000 1.000000 1.000000 
Smart Sampling[9]  1153 70 0.961568 0.959935 0.949565 
HCBS 1042 74 0.963824 0.962366 0.955281 

Voting 

None 1955 86 0.976579 0.975992 0.971359 
Selective Sampling[8] 1189 37 1.000000 1.000000 1.000000 
Smart Sampling[9]  1153 70 0.961568 0.959935 0.949565 
HCBS 1042 74 0.963824 0.963824 0.963824 
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